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The global rise in non-communicable diseases (NCDs) presents significant public health challenges. Effectively managing and preventing NCDs necessitates a thorough understanding of their causes and progression, which can be achieved through a lifecourse approach to determine past exposures’ impact before NCD onset. However, this approach requires robust backing from data, specifically lifecourse cohort data, which are generally insufficient. To overcome this obstacle, three primary strategies have been employed to establish such cohorts: active follow-up cohorts, registry-based datasets, and technology-based data collection and simulation methods.

ACTIVE FOLLOW-UP COHORTS

Continuous health and behavior monitoring in active follow-up cohorts is essential for early identification and management of risk factors. Despite being resource-intensive, collaboration among global epidemiologists has facilitated access to extensive long-term follow-up cohorts, enhancing lifecourse epidemiological research capabilities.

The UK Biobank is an exemplary population-based prospective cohort study focused on the genetic and non-genetic factors influencing diseases in adults and the elderly (1). It aimed for an extensive evaluation of exposures, meticulous follow-up, and detailed characterization of various health outcomes. By 2010, the UK Biobank had recruited 500,000 participants ranging from 40 to 69 years old, amassing an extraordinary array of baseline data and biological samples. Subsequently, three follow-up surveys were conducted in 2012-2013, 2014, and 2019. The database has been continually enhanced since 2012 with additional types of data, including monthly blood samples and nuclear magnetic resonance spectroscopy data, among others. To date, the UK Biobank has compiled a comprehensive dataset featuring details on over 8,500 deaths, upward of 75,000 cancer cases, and more than 600,000 hospital admissions.

The China Kadoorie Biobank (CKB) has made significant progress (2). The baseline survey, conducted from 2004 to 2008, covered 10 specific regions and included questionnaire data, physical measurements, and blood samples. In 2013–2014, a second survey was conducted with 25,091 participants aged 30–79 years, followed by a third survey in 2020–2021 with 25,087 participants (3). Importantly, a substantial cohort of over 22,000 individuals participated in at least two follow-ups, forming a crucial basis for future longitudinal analyses. The availability of multiple waves of data collected at different time points will enable detailed investigations into the trends of risk factors related to major diseases.

Cohort studies that integrate the lifecourse perspective have significantly enhanced our comprehension of the ramifications of exposures during the early stages of life. The Human Early-Life Exposome (HELIX) project exemplifies such research endeavors, focusing on delineating the spectrum of environmental exposures during prenatal and early childhood phases. The project investigates the associations between these exposures and critical pediatric health outcomes, such as growth patterns, obesity prevalence, neurodevelopmental progress, and respiratory health. To achieve its aims, the HELIX project utilizes an array of investigative tools, including biomarker assessments, omics technologies, geospatial analyses, monitoring through wearable devices, and sophisticated statistical methodologies (4). Operating within the framework of a “lifecourse exposome” model, HELIX aggregates data from six established birth cohort studies spanning various regions in Europe. It is undertaking the development of comprehensive exposure models for its entire cohort, which embraces over 32,000 mother-child pairs, specifically concentrating on children within the 6–11 year age bracket.

Cohort studies focusing on specific NCDs have been instrumental in advancing lifecourse epidemiology. A notable example is the Framingham Heart Study (FHS), a pioneering intergenerational longitudinal study that began in 1948 with the goal of enhancing our understanding of cardiovascular disease.
epidemiology in the United States (5–6). To date, the FHS has followed up with a total of 15,447 participants, with more than 9,000 followed until death as of 2019. The study population encompasses six cohorts: the Original Cohort (n=5,209, ages 28–74 in 1948), Offspring Cohort (n=5,124, ages 5–70 in 1971), Omni Generation 1 Cohort (n=506, ages 27–78 in 1994), Third Generation Cohort (n=4,095, ages 19–72 in 2002), New Offspring Spouse Cohort (n=103, ages 47–85 in 2003), and Omni Generation 2 Cohort (n=410, ages 20–80 in 2003). The study is known for its detailed participant characterization, regular follow-up examinations, and comprehensive surveillance of both cardiovascular and non-cardiovascular endpoints, providing a solid basis for research into various health outcomes.

The establishment of cohorts focused on detailed occupational experiences is a growing trend in lifecourse epidemiology. A preeminent example is the Nurses’ Health Study, a comprehensive prospective cohort that investigates risk factors for major chronic diseases in women (7). Initiated in 1976, the Nurses’ Health Study is an ongoing project that now includes both male and female nurses. This project has enrolled more than 275,000 participants across three generations: the inaugural cohort from 1976 (ages 30–55), the second cohort from 1989 (ages 25–42), and the third cohort from 2010 (ages 19–46). It conducts active follow-up and gathers lifestyle data every four years. Additionally, the study has collected blood samples and DNA from buccal cell extractions. This cohort also integrates tumor sample information from participants who are part of other databases, thereby providing foundational data for more comprehensive analysis.

**REGISTRY-BASED DATASETS**

The utilization of lifecourse cohort studies leverages readily accessible information from various governmental databases, including those related to residency, education, housing, taxes, driver’s licenses, insurance, and medical records. While this method may not always capture specialized data such as behavioral and psychological factors necessary for rigorous epidemiological investigations, it is a cost-effective alternative to the creation and maintenance of active follow-up cohorts over the long term. As a feasible method for building lifecourse cohorts in the present context, it offers a practical solution when compared to other methods. In certain European nations, merging residency with medical records facilitates the efficient collection of baseline demographic and health information from broad administrative registries. This process simplifies the establishment of cohorts that encompass extensive time periods. For instance, the Nordic countries — comprising Denmark, Finland, Norway, and Sweden — operate comprehensive registries that cover all citizens, enabled by unique personal identification numbers which allow for the cross-referencing of multiple information systems. By interconnecting various medical record databases, which include data from the Danish healthcare system, the Swedish Medical Birth Registries, the Nordic Cancer Registries, Prescription Registries, Medical Birth Registries, and Patient Registries, with residency records, these countries have created registry-based datasets that span almost 40 years. Such datasets are highly beneficial for diverse health-related research projects. For example, these datasets have been used to study the association between adult stress and atrial fibrillation risk (8), assess the real-world effectiveness of medications like liraglutide in the clinical management of cardiovascular diseases (9), and probe the potential link between prenatal antibiotic exposure and childhood leukemia incidence (10). Another exemplary registry-based dataset is within the UK’s National Health Service. Utilizing medical record data from national registers that cover patients who were hospitalized for their first acute ischemic stroke or primary intracerebral hemorrhage in England from 2013 to 2016, which included a total of 145,324 individuals, studies have investigated socioeconomic differences in initial stroke hospitalization rates, evaluated care quality, and assessed post-stroke survival rates among the adult populace in England (11). In Australia, a cohort of 85,547 individuals was developed by integrating data from the National Diabetes Services Scheme — which supports patients by providing diabetes-related products at subsidized rates and disseminating essential information — and the National Death Index to track mortality rates among Australians diagnosed with type 1 diabetes (12).

Governmental resources beyond healthcare, such as those related to insurance, education, and taxation, are increasingly recognized as valuable for constructing registry-based datasets to tackle multifaceted issues in lifecourse epidemiology. For instance, in Sweden, the amalgamation of longitudinal health insurance and labor market data with registry information about the resident population produced a comprehensive dataset.
covering 1990–2007, which included over 6 million individuals (6.04 million). This extensive dataset was leveraged to explore the association between individual socioeconomic factors — insurance, education, taxation — and mortality rates throughout the adults’ life span (13). In Norway, a distinct registry-based dataset was assembled, containing data on 3.1 million individuals aged 18–69. It integrated information from the national road accident registry with the Norwegian prescription database to assess the risk of road traffic accidents in relation to prescription medication usage among drivers (14). Most registry-based datasets are constructed with the resident population as a foundation, linked to medical records, and further enriched by integrating additional governmental resources.

TECHNOLOGY-BASED DATA COLLECTION AND SIMULATION METHODS

To enhance the caliber of existing cohorts beyond the capabilities of traditional survey methods and linkages, it is imperative to incorporate technology-based data collection and simulation techniques. Such methods leverage sophisticated, interactive devices to gather real-time, uninterrupted data that are more detailed in both spatial and temporal aspects compared to conventional epidemiological data collection. For instance, advancements in internet communication technology have underscored the growing relevance of technology-based data collection simulations in developing life course cohorts. A notable example is the UK Biobank initiative, where Axivity AX3 tri-axial wrist physical activity monitors were distributed to 100,000 participants, capturing high-frequency (100 Hz) triaxial acceleration over a week. This yielded a pivotal dataset for an in-depth analysis of daily physical activities and exposure to real-world environments (15). Additionally, cutting-edge fiber technology has facilitated the integration of wearable devices into clothing, conveniently tracking behaviors and health status. A recent study introduced a mechanical design for semiconductor fibers, functioning as sensors, actuators, energy harvesters and storages, displays, and healthcare devices (16).

Environmental factors persistently influence both individual behaviors and health outcomes. They can be comprehensively monitored using remote sensing technology, utilizing sensors aboard satellites for broad environmental surveillance globally. Direct measurement or straightforward calculation of certain environmental variables is possible using spectral information obtained from these sensors (17–19). For instance, airborne sensors on aircraft and unmanned aerial vehicles, such as drones, can directly capture urban built environment features including building outlines, road widths, and traffic density (20–21). Vegetation coverage, indicated by parameters like greenness from trees and grasslands, can be quantified through spectral data collected by both airborne sensors and high-resolution satellites (22–23). Additionally, certain environmental factors require more complex algorithms and supplementary data for accurate retrieval. For example, the concentrations of fine particulate matter with a diameter of ≤2.5 μm (PM$_{2.5}$), nitrogen dioxide (NO$_2$), sulfur dioxide (SO$_2$), and ozone (O$_3$), as well as the chemical compositions of PM$_{2.5}$, at different temporal resolutions (e.g., daily, monthly) can be derived through a combination of satellite-derived, ground-based monitoring, and other auxiliary data (e.g., meteorological and land use data) (24).

FUTURE PERSPECTIVES FOR LIFECOURSE COHORT DEVELOPMENT

Each of the three discussed methodologies has its advantages and disadvantages. Active follow-up cohort studies are highly effective for exploring specific public health concerns, yet they are limited by significant time and financial demands, and they do not provide a comprehensive perspective on overall human health. Registry-based datasets, by contrast, offer greater cost efficiency due to pre-existing governmental funding, eliminating the need for additional cohort establishment. However, their reliance on medical and death records means they might not fully capture the entire scope of health issues throughout an individual’s life, potentially limiting their ability to offer a complete picture of public health trends. While innovative, technology-based data collection and simulation methods have the potential to fill many of the voids inherent in traditional models, the interdisciplinary nature of these new approaches poses challenges to conventional sectors and professionals, necessitating increased cross-disciplinary collaboration to be successfully implemented.

The advancement of life course cohort studies should
consider three key aspects, informed by current strategic efforts. Firstly, while active follow-up cohorts typically emphasize the health of adults due to the higher incidence of NCDs in this group, there is a need to shift the baseline of future cohorts to earlier life stages, such as initiating at birth. This approach will enable the tracking of health trajectories from infancy, through positive child development studies (22), and across the entire lifespan, allowing for a more comprehensive understanding of health evolution. Secondly, the scope of existing registry-based datasets is often limited in the variety and quantity of data they encompass, and frequently fail to integrate medical records. Consequently, it is essential to establish (real-time) data platforms that can amalgamate diverse information sources while rigorously safeguarding data confidentiality. Thirdly, the current application of cutting-edge technologies in the collection and simulation of technology-based data is restricted. The field of spatial lifecourse health, which has evolved from spatial lifecourse epidemiology (23) and lies at the confluence of spatial science and public health, leverages sophisticated technologies and methodologies. These include geoinformatics, remote sensing, global navigation satellite systems, the Internet of Things, artificial intelligence, mathematical statistics, bioinformatics, systems science, data science, and augmented, virtual, and mixed reality. These tools enable highly precise assessments of environmental, behavioral, psychological, physiological, and biological risk factors affecting health, while also examining their long-term impacts and underlying causal mechanisms. This domain has significantly contributed to the research of NCDs, infectious diseases, public health monitoring, and 'one health', collecting diverse sets of data in novel ways that address significant data deficiencies present in traditional fields and sectors (24). Therefore, it possesses considerable potential to drive the integration of efforts in establishing authentic lifecourse cohort studies.
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